for arbitrary [real](https://en.wikipedia.org/wiki/Real_number) constants *a*, *b* and *c*. It is named after the mathematician [Carl Friedrich Gauss](https://en.wikipedia.org/wiki/Carl_Friedrich_Gauss). The [graph](https://en.wikipedia.org/wiki/Graph_of_a_function) of a Gaussian is a characteristic symmetric "[bell](https://en.wikipedia.org/wiki/Bell_(instrument)) curve" shape. The parameter *a* is the height of the curve's peak, *b* is the position of the center of the peak and *c* (the [standard deviation](https://en.wikipedia.org/wiki/Standard_deviation), sometimes called the Gaussian [RMS](https://en.wikipedia.org/wiki/Root_mean_square) width) controls the width of the "bell".

Gaussian functions are often used to represent the [probability density function](https://en.wikipedia.org/wiki/Probability_density_function) of a [normally distributed](https://en.wikipedia.org/wiki/Normal_distribution) [random variable](https://en.wikipedia.org/wiki/Random_variable) with [expected value](https://en.wikipedia.org/wiki/Expected_value) *μ* = *b* and [variance](https://en.wikipedia.org/wiki/Variance) *σ*2 = *c*2. In this case, the Gaussian is of the form:

{\displaystyle g(x)={\frac {1}{\sigma {\sqrt {2\pi }}}}e^{-{\frac {1}{2}}\left({\frac {x-\mu }{\sigma }}\right)^{2}}.}
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***Likelihood Loss***

The [likelihood function](http://www.statisticshowto.com/likelihood-function/) is also relatively simple, and is commonly used in classification problems. The function takes the predicted probability for each input example and multiplies them. And although the output isn’t exactly human interpretable, it’s useful for comparing models.

For example, consider a model that outputs probabilities of [0.4, 0.6, 0.9, 0.1] for the ground truth labels of [0, 1, 1, 0]. The likelihood loss would be computed as (0.6) \* (0.6) \* (0.9) \* (0.9) = 0.2916. Since the model outputs probabilities for TRUE (or 1) only, when the ground truth label is 0 we take (1-p) as the probability. In other words, we multiply the model’s outputted probabilities together for the actual outcomes.

***Log Loss (Cross Entropy Loss)***

[Log Loss](http://wiki.fast.ai/index.php/Log_Loss) is a loss function also used frequently in classification problems, and is one of the most popular measures for [Kaggle](https://www.kaggle.com/) competitions. It’s just a straightforward modification of the likelihood function with logarithms.

![https://blog.algorithmia.com/wp-content/uploads/2018/04/word-image-6.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAQcAAAAUCAYAAACAnvgmAAAEG0lEQVR42u2c0dHqIBBGffDRZwuwAkuwBGuwBquwCMuwCuuwjdw5M3CXPxBIAtlZHJnJGIHA8u1xA0nMrmV6PB7D+/0edh2mtbbf7/fh8/mYGHPP+lvT8tv0DbTV1/75fA63262q8dfrNZzP5+F0Og04IlHFpO3YPF1qYww4/nK5mAcbLXtkpAd90U2dY4Rp1bCLzAORLFFs0naAnQLDwhiw73A48IMyDW+oZU+M9KKvaKvIMQ0SWVu1h9AZx5u0HTCAdu2x7ccgUF+v1+F4PJqHd6yldUZ61Fe0LZS3SgjDZ4/BoZXtwANEax228RiYMnYBb6ClmeDwTfqKtvnyVhdpaKzL4LCB7brBQcbwNfAGyURw+FJ9h0Ycl0VBwKm1IQ6kDuuZ8VSNsqLjpS2mb+SzsZ+8ukoZbXPxiE9s83lExbm2U9fb7iHx/bI/dYZhnGrBQcZgFt7lDMRaWmVEW18FTis4XtgQBjoIUtFXjC84nvbpB0eHIFAvzKM98sLj9vv94Pc5Zq7tgOPrjNdhtMn3BCDYrRccZAxm4V3OQKylVUa09VXiVMorUtYAIhqiekf6QZBcvjit4Hj5Hg8iBA5xygCWbScPG10dOb5gjzsb6QUHGYNJeGsYCLW0yIgBfZtxmi2nk5lbypmSl7ntFApMxxhedLxAlHQQdRAlGBQOyjp+se3pOklx3TQ1KzoRfrQxhlT+XNiwrx289TzUMyBammfEkr6NOJVyGmZgczcOXCIe9QF9dKac7XiclnO89C9TRL5HU8gVjqd9jk84grVpRnSlmUN7eKt4aMgAx3TBiKa+CpzmyttPa4GCdWciUlefFZxwf6aqHEe+/1xrezwllT45bmJ9/VtWtGBAtDTPiKa+CpzWcJx2EoJnxAWC1Fqz7HhpY3I9yRZGUBzZ3vbYtsydA83ggD2mL5itYkC0NM+IRX0rOK3geHlDnDXCcuoXpnHxxSumRnLVWQDzeeMHOPxaja3mNux4zca+B63HW5nYpwFrPQOipWVGtPXV4VTKN3/iik782omNjqmfqUsZTpWpqDz37dthP+lYN5UKN7nFU7Q9XsdRx01B2UpBTfkhqLL+aOg0ZWNf7v8rpAwDJS3NM6KtrwKnFRy3aUyiUsOEM3AwbYd5/sEYgMjZXl7HlX+k9FPxLECN/r08mVdmQLQ0z4h2UuBUyrf+YwqOoKPoqvU2EbR4dRsIMrZn1rTVf2jp4s9jLVI9A6KldUYsJM+p2T9e+YicWrvQUbT+22jtJU/IxdGQspzt2fvy5WlzXbSt19/sc/2LGBAtzTNiIFVwqqw9F204KyTy6FBlHeanh/TpN/99pu3se0j+/x+gh5e9uDGYA3ghA2hpnhEDKcmpyZe9fMNrtH6viZubfq+J23WY1rwm7h9+boyBPI283gAAAABJRU5ErkJggg==)

This is actually exactly the same formula as the regular likelihood function, but with logarithms added in. You can see that when the actual class is 1, the second half of the function disappears, and when the actual class is 0, the first half drops. That way, we just end up multiplying the log of the actual predicted probability for the ground truth class.

The cool thing about the log loss loss function is that is has a kick: it penalizes heavily for being *very confident*and *very wrong*. Predicting high probabilities for the wrong class makes the function go crazy. The graph below is for when the true label =1, and you can see that it skyrockets as the predicted probability for label = 0 approaches 1.

### **Loss Functions and Optimizers**

Loss functions provide more than just a static representation of how your model is performing–they’re how your algorithms fit data in the first place. Most machine learning algorithms use some sort of loss function in the process of optimization, or finding the best parameters (weights) for your data.

For a simple example, consider [linear regression](https://onlinecourses.science.psu.edu/stat501/node/251). In traditional “least squares” regression, the line of best fit is determined through none other than MSE (hence the least squares moniker)! For each set of weights that the model tries, the MSE is calculated across all input examples. The model then optimizes the MSE functions––or in other words, makes it the lowest possible––through the use of an optimizer algorithm like [Gradient Descent](https://towardsdatascience.com/gradient-descent-in-a-nutshell-eaf8c18212f0).

Just like there are different flavors of loss functions for unique problems, there is no shortage of different optimizers as well. That’s beyond the scope of this post, but in essence, the loss function and optimizer work in tandem to fit the algorithm to your data in the best way possible.

They usually fall into categories like

1. Gradient based methods using first order information e.g. Batch Gradient Descent and Stochastic gradient descent
2. Gradient based methods using second order information (either by computing the Hessian or approximating it e.g. Newton method, conjugate gradient, scaled conjugate gradient
3. Search based techniques e.g genetic algorithms, simulated annealing e.t.c. These techniques usually don't require the function being optimised to be differentiable, they try to find a solution by sampling from a probability distribution.